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The ﬁgures in the margin indicate ﬁzll marks
Jor the questions

" 1. Choose the correct option : 1%7=7

(@) First-in Last-out is

i} queue |

(i) mrcular queue

. {iii) B-tree .
o [w) None of the above

(b} 'Data structure used in conversion. of
~ -expression from infix notation to postfix

notation is/are
() queue

B 1] stéck_'\ S
i) Both and @@
fiv) None of the above
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(2)

f¢/) The worst case run—tune complexity of

(dj

i) Both (i) and (ii)

(e}
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hashing is

) o)

fi) O(gn)

fiii) O

fiv) -None of the abdve

Whlch is not a colhswn resolution

* technique of hashing?

(i) Division-Remniinder method .

(i) Open addressing’
(i) Separate chaining _ -
A complete binary tree of depth n nmst
have at least _
il n nodes
fi) 2" nodes
. (i) 2n+1"r10d§3 o e |
fiv) 2"+ nodes., B v
Which is a Greedy a.lgonthm? |
i Kruskal algorithm: for n'ummum
- Spanning tree ' =
(i) Dijkstra’s a.lgorithm. for single
. source shortest path'
{uz) Prim’s algonthm_ for rmmmum
~ spanning tree '
(iv) All of the above .
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Which is not an example of abstract

@ Wi
data type?
i Stack
i} Queue
@i} Array _
{iv) None of the above
2. Fill in the blanks :
“(a) The mathematica] formula, that maps
the key to some slot in the hash table is
- called —_— _
B) —— sort algorithm is linear time
complexity algorithm. \
{) — is the array représentation of -
. {d) ma— traversal, the root node is
visited after traversi g its left and. right
Subtrees, ' o
fe) For a graph having 6 nodes, each
I spanning'treelmust have —— -edges.
(# Fora .qﬁeue, implemented as array, the
' initial value of front and rear is set to
@ In C, the — function  is. used to
: allocate memory to a node in a linked
list. '
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(4)

3. Match Column A with Column B:  1x7=7
_ Column A - Column B
{a} Double hashing (§ Complete binary
tree

(b} Binary search

{ii) Ordering of the
" - vertices of a graph

{c Pnonty queue {fiii Heap sort '
(d) Heap (iv) Warshall’s
algorithm
fe) Topologlca] sort " v} Linear search
! Ofnlgn) {vi) Hash table
{g) Brute force fvif] Job scheduling by
algorithm operating system
| (vii) Ofgn) -
fix) Collision in
© hashing
4. State whether True or False : . 1x7=7

(@) The dzrectmn of a single-linked list

cannot be reversed.

(b} Every tree is a_gra.ph
f¢} Binary search is the fastest searchmg

algoﬁthm

{d) _f(r)=0(g(n))if and only ifg{r_l}'f— Qf ().
{e) Insertion sort is a stable algorithm,
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(S)

; () Circular queue is implemented with
circular-linked list. ,

{g) B-tree is a weight balanced tree.

5. faJ What are the advantages and
- disadvantages of linked-list over array? - 4

(b) Define the asymptotic notations big O
and 6. For any two functions f(n) and
g(n), prove that f (n) = 8(g(m) if and only
if f (n) Olg(n)) and finf=Q(g(n)). 2+3=5

6. Answer any three of the following questions :
' . 5x3=15

(@ Find out the werst and best case
S analyms for Selection sort algonthm

(b) Write down the 'algonthm for Preorder
<---traversal of binary tree. Define AVL tree
. mth an: em.mple :

{c) Deﬁne bmary .search tree and explam
_ ¢ its linked-list representation. ‘

(d) Write down a C functwn to insert a new
- node into a double-linked list at some
position passed to the function as an

argmnent
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(e}

What is minimum spanning tree? Find
out the minimum spanning tree from
the following graph using pnms
algorithm :

7. Answer any three of the foliowing Quesuons

(@)

o)

()

@
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. 6%x3=18

Define queue. Implement queue usmg
circular-linked list.

Write down the Quick sort algoriihm.
What is the worst and best' case time
complexity of Quick sort- algorithm?

T)=3T(n /4) +cn

Find out the asymptouc tlght bounds for- -

the above recurrences using recursion-

- tree method.

Define threaded binary tree.
Inorder : HDIBJEKALFMCNGO

. Preorder: ABDHIEJXCFLMGNO

Fostorder : HIDJKEBLMFNOGCA
Draw the binary tree using the given

Inorder, Preorder and A Postorder.

traversal.
' hkk

-

37 (2) IT 2.2



